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Abstract:
Building an adaptive e-learning system based on learning styles is a very challenging task. Two
approaches to determine students learning style are mainly used:  using questionnaires or data
mining techniques on LMS log data. In order to build an adaptive Moodle LMS based on learning
styles we aim to construct and use a mixed approach. 63 students from two courses that attended
the same subject “User interface” completed the ILS (Index of Learning Styles) questionnaire based
on Felder-Silverman model. This learning style model is used to assess preferences on four
dimensions (active/reflective, sensing/intuitive, visual/verbal, and sequential/global). Moodle keeps
detailed logs of all activities that students perform which can be used to predict the learning style
for each dimension. In this paper we have analyzed student’s log data from Moodle LMS using data
mining techniques for classifying their learning styles focusing on one dimension of Felder-Silverman
learning style: visual/verbal. Several classification algorithms provided by WEKA as J48 Decision Tree
classifier, Naive Bayes and Part are compared. A 10-fold cross validation was used to evaluate the
selected classifiers. The experiments showed that the Naive Bayes reached the best result at 71.18%
accuracy.
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Introduction  

Incorporating learning styles in personalized E-learning systems are found to enhance the 

process of learning for students. Therefore studying techniques for building adaptive systems 

based on them is a very important topic. A lot of research is made on this aspect. There are 

various learning style theories given by experts, but the Felder Silverman learning style theory is 

largely used by researchers on LMS for learning styles’ identification on LMS (Rajper et al, 2016). 

Felder-Silverman categorizes students in four dimensions as shown in the table below 

Table 1: Felder-Silverman learning styles dimensions 

             

Source: (Felder &  Silverman, 1988) 

As we have proposed in (Leka and Kika, 2018) using an adaptive e-learning system as a 

pedagogical tool would be very useful to help students learn better by personalizing their learning 

materials according to their learning styles. The system can use questionnaires at the beginning 

of the course to define their learning styles. But   as their preference can change with time or 

even during the course the system should also be able to change their learning style by tracking 

student’s behavior in the e-learning environment. By using a data mining technique on the Moodle 

log data we can predict their learning style.    

In this paper we are going to use results from questionnaire based on ILS (Index of Learning 

Styles) done with  63 students from two courses who attended the same subject “User interface”  

and the data gathered from Moodle during the development of the course. They were given 44 

questions to answer from ILS (Index of learning styles) questionnaire (11 questions from each 

dimensions), based on Felder-Silverman theory (Felder and Solomon, 2001). Based on the 

results from this questionnaire, their learning style for each dimension can be calculated. We 

have used Moodle during the course and collected data about their interaction on this course. 
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Moodle log data gives information about student’s activity like: which material they visited, time of 

access etc. Based on the results, we will apply three classification algorithms to detect the most 

accurate data mining technique that can predict student’s learning styles from their interaction 

with the Moodle system. 

Related Work 

The process of knowledge discovery from datasets from LMS is also called educational data 

mining (Prabhani et al, 2016). A lot of research is done on this field.  For example (Cha et al, 

2006) used decision tree and a hidden Markov model to detect learning styles according to the 

Felder-Silverman. (Garcia et al, 2007) used Bayesian network learning in a web-based education 

system. (Graf et al, 2008) applied a simple rule-based method (SRBM) to detect learning styles. 

(Chang et al, 2009) introduced a mechanism that uses k-nearest neighbor classification and 

genetic algorithms to classify and identify learning styles in a generic model. (Rajper et al, 2016) 

used Bayesian network to detect student’s learning styles based on Kolb model. It used some 

attributes from student’s behavior and data from a survey done. The data mining software was 

used to process the data results of survey. The Bayesian network produced the Conditional 

Probability Tables (CPT) for each learning style using each attribute. These probabilities will be 

updated with the interaction of the students with LMS when he /she will perform any activities on 

LMS.  

Data mining is the process of efficient discovery of non-obvious valuable patterns from a large 

collection of data. There are a lot of data mining tools. Some examples of commercial mining 

tools are: DBMiner, SPSS Clementine and DB2 Intelligent Miner and some examples of public 

domain mining tools are Weka and Keel (Romero et al, 2007). 

In this paper we are going to use Weka (Waikato Environment for Knowledge Analysis). Weka is 

a free software, based in Java language. Weka contains a compilation of visualization tools and 

algorithms for data analysis and predictive modeling, mutually with graphical user interfaces for 

simple contact to these functions (Menaka and Kesavaraj, 2019). It provides a collection of 

machine learning and data mining algorithms for data pre-processing, classification, regression, 

clustering, association rules and visualization.  

We are going to use classification algorithms in order to predict the students learning style. A 

classifier is a mapping from a (discrete or continuous) feature X to a discrete set of labels Y. This 

is supervised classification which provides a collection of labeled (pre classified) patterns; the 

problem is to label a newly encountered, still unlabeled, pattern. In e-learning, classification has 

been used for several reasons: discovering students with similar characteristics, predicting 

students’ performance and their final grade, assessing the relevance of the attributes involved, 

grouping students as hint-driven or failure-driven and finding students’ common misconceptions, 

identifying learners with little motivation and finding remedial actions in order to lower drop-out 

rates  etc. (Romero et al, 2007). In (Ktona et al, 2012)  data mining techniques were used to 

create the appropriate curriculum for the Master of Science “Teacher in Informatics for High 

Schools” in “Informatics” Department of Tirana University. Data about the teaching and learning 

Computer Science’ Subject, which was collected through online questionnaires and interviews, 

were analyzed using Decision Tree classification method. 
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Three algorithms of Weka: J48 Decision Tree classifier, Naive Bayes and Part will be used  in the 

next sessions to classify the learning styles of the students using tha data log from Moodle and 

the results from the questionnaire. 

Data preparation 

For each student, data are collected from the questionnaire and log data of Moodle. Based on the 

questionnaire, they are classified on one of five classes for each dimension (information process, 

information perceived, information presentation and learning process). The information about the 

classes in each dimension and number of students for each class is presented in the tables from 

2 to 5. 

Table 2: Information Process Dimension 

Classes Moderate Activist Strong Activist Balanced Moderate Reflector Strong Reflector 

Count 14 4 41 4 0 

 

Table 3: Information Perceived Dimension 

Classes Moderate Sensing Strong Sensing Balanced Moderate Intuitive Strong Intuitive 

Count 31 18 13 1 0 

 

Table 4: Information Presentation Dimension 

Classes Moderate Visual Strong Visual Balanced Moderate Verbal Strong Verbal 

Count 29 8 22 4 0 

 

Table 5: Learning Process Dimension 

Classes Moderate Sequential Strong Sequential Balanced Moderate Global Strong Global 

Count 3 0 54 5 1  

 

 

We filtered from the log data collected on Moddle the records of the students who completed the 

questionnaire. These records contain the activities that each student has performed using Moodle 

during the course. The learner's interaction behavior pattern with the learning objects will be used 

to predict their learning styles.   

In order to use Weka tool to determine the most accurate classification algorithm for the 

prediction of learning style, we transformed the data to the file format for Weka (arff). For each 
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student the information related to the dimension of information presentation is recorded. The 

teaching material which is more appropriate for visual learning contains graphics, tables, images, 

presentations with slides and videos, while teaching material for verbal learner were text based 

materials and lessons with objectives and content (Dung and Florea, 2012).  

The course has teaching materials which depending on the above categorization were marked as 

visual or verbal. For each student we registered the number of visual material and verbal material 

that he/she has accessed during the course. In order to compare the number of accesses of each 

student with each other, we calculated the average of the access for each category from all the 

students.  

Let's denote the number of accesses of one student in visual material as no_visual and the 

average of the accesses in this category by all students as a_visual. We used two parameters 

KLow and KHIGH to categorize the number of accesses in one of the categories {LOW, MEDIUM 

and HIGH} for each student by using the following pseudocode: 

 

if  no_visual  less than a_visual*KLow  then   

     VISUAL_CATEGORY = LOW 

else  if  no_visual less than  a_visual*KHIGH   

      VISUAL_CATEGORY = MEDIUM 

else  

      VISUAL_CATEGORY = HIGH 

 

The same methodology is used for verbal data.  

 

We have used three pairs of values for the parameters KLOW and KHIGH  

(0.33,0.66); (0.4, 0,7) and (0.5,0.8). 

 

Experiments 

 

As we are interested to improve the process of learning for the students, we applied the data 

mining techniques for classification: J48, Part and Naive Bayes to the data that contained 

information about the grade of the course and their learning styles that we identified by the 

questionnaires. We didn't find any significant results. When we analyzed the information of the 

students that have failed we noticed that they have different classes for each dimension and 

didn't follow any pattern.  

We followed with the next experiments by using the data prepared as in the section above. We 

added another attribute which is the level of performance of the student based on the average of 

his grades. We defined the level of the performance of the students by three labels {LOW, 

MEDIUM, HIGH}. 

As table 4 show the data for the dimension Information Presentation are unbalanced. In order to 

prevent the overfitting problem we applied the filter Resample in Weka which produces a random 

subsample of a dataset using either sampling with replacement or without replacement increasing 

the number of instances in the class Verbal which has the lowest number of instances and 

decreasing the number of instances in the Visual class which has the highest number of 

instances.  
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The classification algorithms that we have used are: J48, Naive Bayes and PART. These 

algorithms are applied in the resembled data with the aim to find the learning style of the students 

in the dimension of information presentation. We have made several experiments by combining 

the attributes in order to define the attributes that produce the best result. The best result is 

reached, for the three algorithms, when the attribute that defines the number of visits for each 

category of material is produced by applying these coefficients: {0.5,0.8} and the Level of the 

performance of the students.  

 

The results of the three algorithms are presented in the figure 1. 

 

Figure 1: The accuracy of the three chosen algorithms 

 

As we can see from this graphic the best accuracy is reached by Naive Bayes algorithm with the 

accuracy 71.18%. In the figure 2 the detailed accuracy by class shows that ROC Area  is 

improved  having the average area under the curve  greater that in other algorithms,  showing 

that this is the best classifier.  

Figure 2: Detailed accuracy by class of Naive Bayes algorithm 
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Conclusions and future work 

In this paper we compared three classification data mining algorithms for the detection of 

information presentation dimension (visual/verbal) learning style based on   Felder-Silverman 

Learning Style Model from the behavior of the students in Moddle course. The data   used were 

gathered from the result of the ILS questionnaire and Moodle log data of 63 students from the 

course User Interface and Moddle log data. The algorithms from Weka that were used in the 

study were: J48, Naive Bayes and PART. We considered number of visits to visual and verbal 

materials using a coefficient for determining the level of access of the student  and the  

performance level of the student to predict student’s learning style on visual/verbal dimension. 

Results showed that the best accuracy is reached by Naive Bayes algorithm at 71.18% accuracy. 

We didn't find any relation between learning style and grades that were taken in the course. This 

results show that there is not a preferred  learning style but the learning materials should be 

adopted for each style in order to increase the performance of the student.   

In the future, we are planning to prepare a variety of learning object for the Moodle LMS in order 

to classify with data mining techniques the learning styles for other dimensions. We aim to 

integrate Weka into Moodle in order to use the data mining technique found in these studies on 

Moodle log data to update student’s learning styles and adapt Moddle content. 
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